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Abstract
The Internet has a huge amount of information when it comes to analysis, much of which is valuable 
and significant. Arabic Sentiment Analysis (SA) is a method responsible for analyzing people’s 
thoughts, feelings, and responses to a variety of products and services on social networking 
and commercial sites. Several researchers utilize sentiment analysis to determine the opinions 
of customers in various areas, including e-marketing, business, and other fields. Deep learning 
(DL) is a useful technology for developing sentiment analysis models to improve e-marketing 
operations. There are a few studies targeting Arabic sentiment analysis (ASA) in e-marketing 
using deep learning algorithms. Due to a number of difficulties in the Arabic language, such 
as the language’s morphological features, the diversity of dialects, and the absence of suitable 
corpora, sentiment analysis on Arabic material is restricted. In this paper, we will compare 
several Arabic sentiment analysis models. Also, we discuss the deep learning algorithms that are 
employed in Arabic sentiment analysis. The domain of the collected papers is Arabic sentiment 
analysis in e-marketing using deep learning. Our first contribution is to introduce and present deep 
learning models that are used in ASA. Secondly, investigate and study Arabic datasets utilized 
for Arabic sentence analysis. We create and develop a new Arabic dataset for Saudi Arabian 
communication companies, namely Sara-Dataset, to increase the quality and quantity of their 
services. Third, each collected study is assessed in terms of its methodology, contributions, deep 
learning techniques, performance, Arabic datasets in emarketing, and potential improvements in 
developing Arabic sentiment analysis models. Fourth, we analyzed several papers’ performance 
in terms of accuracy, F-measure, recall, pre-procession, and area under the curve (AUC). Also, 
our comparative analysis includes feature selection (e.g., domain-specific selection) methods that 
are used in Arabic sentiment analysis. Fifth, we also discuss how to improve Arabic sentiment 
analysis using preprocessing techniques (e.g., word embedding). Finally, we provide a design 
model for analyzing Arabic sentiment about communications services provided by Saudi Arabian 
enterprises.
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Introduction

Sentiment analysis is an artificial intelli-
gence technique that employs techniques 
to analyze whether an opinion is positive 
or negative. It’s a powerful tool in the 

election process and social media to clas-
sify people's opinions towards things (e.g., 
products) [1–3]. Sentiment analysis is recog-
nized as a significant technology for effec-
tively studying customers' opinions. Pre-
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paring data, recognizing and identifying 
respondents, and evaluating findings are 
the primary components of sentiment anal-
ysis[4–10]. There are several studies targeting 
sentiment analysis in e-Marketing using 
deep learning algorithms. In this paper, we 
will conduct and analyze several studies 
addressing sentiment analysis in e-market-
ing using deep learning algorithms. First, 
we discuss and analyze Arabic sentiment 
analysis studies in e-marketing. Then, we 
will conduct a comparative analysis of Ar-
abic sentiment analysis models using deep 
learning. The collected study is evaluated 
in terms of its methodology, contribution, 
deep learning techniques, performance, 
Arabic datasets, Emarketing, and potential 
improvements in developing Arabic senti-
ment analysis models. After that, we eval-
uated the performance of several papers 
in terms of accuracy, F-measure, recall, 
pre-procession, and area under the curve 
(AUC). In this paper, we will introduce a 
design model for Arabic sentiment anal-
ysis. We create a dataset for communica-
tions services provided by Saudi Arabian 
enterprises.
The rest of the paper is structured as fol-
lows: In Section 2, we present Arabic sen-
timent analysis and deep learning tech-
niques, including artificial intelligence, 
machine learning, Arabic sentiment analy-
sis, and Arabic datasets. Section 3 discuss-
es ASA studies that employ deep learning, 
and Arabic sentiment analysis in e-market-
ing. In Section 4, we address comparative 
analysis for ASA models. Section 5 intro-
duces a proposed design model for analyz-

ing Arabic sentiment about communica-
tions services provided by Saudi Arabian 
enterprises. In Section 6, we conclude the 
paper and list future works.

Deep learning and sentiment analysis

In this Section, we will address the arti-
ficial intelligent, machine learning, deep 
learning models (CNN and LSTM), senti-
ment analysis, Arabic sentiment analysis, 
and our created Arabic dataset. 

Artificial intelligence and machine learn-
ing  
Artificial intelligence (AI) is the simula-
tion of human intelligence processes by 
computer systems. There are many appli-
cations of AI, including speech recogni-
tion, natural language processing, expert 
systems, handwriting recognition, and ro-
botics [11].

Fig. 1.  AI applications  

As shown in Fig. 1, AI has different ap-
plications such as sentiment analysis, ro-
botics, and gaming. In this paper, we will 
focus on sentiment analysis. Machine 
learning and deep learning are parts of AI.
Machine learning: The challenge of text 
categorization with syntactic or linguistic 
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characteristics It is part of artificial intel-
ligence that is used to classify objects and 
things Machine learning is classified as su-
pervised, unsupervised, or hybrid [12]:
Supervised learning: supervised learning 
is a sort of machine learning technique that 
makes predictions using a data set called 
the training data set. These data sets in-
clude both input and response values. It 
makes use of a high number of variables in 
supervised learning methods. Several tech-
niques exist depending on their work on 
classification, such as classification trees, 
fuzzy logic, Naïve bayes network, genetic 
algorithms, neural networks, and support 
vector machine. 
Unsupervised learning: This is a unique 
form of machine learning that is utilized 
in most situations to draw varied conclu-
sions from data groups made up of input 
data with no labeled responses. When la-
beled training papers are unavailable, this 
method is utilized. Dividing the graph or 
data into groups—each group is called a 
cluster—makes it easier to analyze. Each 
cluster consists of elements that are sim-
ilar. Clustering techniques can detect 
groups without prior knowledge or pre-
vious groups (the original data is unclas-
sified, so it is considered unsupervised 
learning), and there are several cluster 
approaches used such as k-means, k-me-
doids, EM clustering, and outlier detection 
algorithms.

Deep learning algorithms 
Deep learning is machine learning that en-
ables computers to learn to perform clas-

sification methods directly from images, 
text, or voice. We will explain the convolu-
tional neural network and long short-term 
memory architecture. 

Convolutional Neural Network (CNN)
The Convolutional Neural Network is one 
of the most well-known and often utilized 
deep learning networks. CNN is a type of 
deep learning architecture or multilayer 
neural network. CNN is a neural network 
with several hidden layers, each of which 
has a number of two-dimensional planes 
filled with many neurons. Where the fea-
ture extraction module integrated into the 
CNN architecture is concerned, each neu-
ron operates independently [13]. Fig. 2 de-
picts a CNN architecture.

Fig. 2. CNN architecture [13]

CNN architecture includes:
• Input layer: The input layer can accept 

the input raw data set directly, where, 
the pixel values of one image are con-
sidered the input layer of CNN.

• Convolutional layer: It is composed 
of several convolutional filters. The 
output feature map is created by con-
volving the input picture, which is ex-
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pressed as N-dimensional metrics.
• Pooling layer: It is also known as the 

down-sampling layer. Its primary pur-
pose is to complete the second feature 
data extraction before moving on to the 
convolution layer.

• Fully connected layer: All the features 
maps are connected as inputs in this 
fully connected layer. The nodes of the 
neurons in the later layer are connect-
ed to the nodes of the neurons in the 
previous layer in general, but the nodes 
of the neurons in each layer are uncon-
nected. 

• Output layer: The number of neurons 
required for classification is usually 
proportional to the number of types to 
be identified.

Long Short-Term Memory 
 The LSTM architecture is regarded as a re-
current neural network (RNN) that was de-
veloped to overcome the limitations of the 
conventional RNN in terms of developing 
long-term dependencies. The parts of the 
LSTM unit are the gate, memory cell, out-
put, and input gate, as shown in Fig. 3. The 
extra gates are in charge of regulating the 
flow of data into and out of the cell, while 
the memory cell is responsible for retain-
ing values over time. Specifically, Fig 3 re-
ports two architectures of LSTM. First, in 
Fig 3.a, an LSTM with a memory cell and 
two gates is shown. Figure 3.b, on the oth-
er hand, depicts an LSTM with a memory 
cell and a forget gate. Besides, one input 
layer, one output layer, and one self-con-
nected hidden layer make up an LSTM 
cell. It is possible that the concealed unit 

contains basic units that can be fed into 
successive LSTM cells [14]. 

Fig. 3. LSTM architecture [14]

Arabic Sentiment Analysis (ASA)
SA is the automated extraction of ex-
pressed concepts from a given text. Using 
traditional techniques for managing and 
analyzing huge amounts of data is consid-
ered a critical challenge. The researchers 
developed an effective approach for stud-
ying and managing people’s opinions on 
social media called sentiment analysis

Fig 4. Sentiment analysis model. 
As depicted in Fig. 4, sentiment analysis 
consists of data collection, data prepa-
ration, identification, classification, and 
output analysis. The collecting data stage 
involves collecting data from social media 
about the domain problem. Then the data 
is cleaned to be suitable for the classifier. 
Then the classifier will categorize the data 
as positive or negative.
Effective data science methodologies are 
used to classify a person's feelings and 
sentiments on social media. Data science 
is an interdisciplinary field that makes use 
of scientific methods, procedures, and al-
gorithms to extract attitudes from tweets 
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on Twitter. The classification of emotions 
has a key role in many application do-
mains, including marketing, and business 
sectors can develop appropriately with the 
help of human emotions. Numerous meth-
ods, including deep learning, neuro-fuzzy, 
and optimization algorithms, are used to 
extract and classify sentiment [15].
Twitter provides a very important platform 
for speech and ideas. The users can discuss 
a wide range of occasions, products, and 
e-marketing strategies. There are sever-
al studies focusing on customer opinions 
toward products and the public’s thoughts 
and attitudes toward a certain quality or 
a specific product [10, 16, 17, 18]. Nhan et al.[8] 

suggest that modern computational lin-
guists have not paid enough attention to 
the Arabic language. They used sentiment 
analysis on social networks, which is a crit-
ical strategic technique for learning about 
customer interests. The main challenges, 
on the other hand, are efficiency, accuracy, 
and time consumption. 

ASA datasets
They mention several limited datasets col-
lected from Twitter, webpages, and blogs. 
OCA, LABR, and NA are examples of Ar-
abic datasets. Also. In this subsection, we 
will explain most famous datasets and our 
created dataset called Sara-dataset 
• OCA (Opinion Corpus for Arabic): this 

Arabic Corpus includes 500 film re-
views, 250 good and a lot of bad, gath-
ered from various Arabic online pages 
and blogs. It’s only available in a lim-
ited size and for a certain film domain.

• 

• LABR (a large scale Arabic book re-
views dataset): is Arabic dataset con-
tains over 63,000 book reviews have 
been written and graded on a scale of 
one to five stars. It  applies only to a 
certain domain.

• NA: is an Arabic dataset which is used 
for Arabic sentiment analysis and con-
tains a huge multi-domain dataset (33K 
annotated reviews for movies, hotels, 
restaurants, and products).

• Arabic Health Services Dataset 
(AHSD): This dataset contains over 
2,000 posts, but the number of negative 
and positive records is not equal. This 
information relates to medical services 
in the context of health care.

• Arabic Twitter Dataset (ArTwitter): its 
politics datasets collected from Twitter 
social media. This dataset has thou-
sands of records with balanced data.

• The Arabic Sentiment Tweets dataset 
(ASTD) was compiled. Twitter consists 
of fifty-four thousand Arabic tweets. It 
is an unbalanced dataset. It has 2479 
tweets, distributed into positive and 
negative posts. 

• Our dataset, "Sara-Dataset".  We devel-
op a new Arabic dataset for three Saudi 
Arabian communication firms to im-
prove the quality and quantity of their 
services by collecting customer feed-
back. We selected three firms, which 
are Zain, Mobily, and Saudi Telecom 
(STC). We are targeting Twitter. We 
applied several preprocessing tech-
niques, such as removing re-tweets, 
removing diacritics, removing punctu-
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ations, removing repeating characters, 
normalization, removing URLs, creat-
ing word tokens and removing them, 
and removing Arabic stop words. Our 
dataset consists of 32336 tweets.  After 
preparation, it becomes 20,000 tweets. 
Fig. 5 shows that Zain company take 
around 14000 tweets. 

 Fig 5. The distribution of tweets amongst companies.

The features of our dataset are (id, text, 
created_at, author_id, language, city, 
is_retweet, company, followers_count, 
tweet_count, listed_count, name, and La-
bel). Table 1 displays a tweet sample from 
our dataset.

id 1.55365E+18

text  ”السلام عليكم انترنت زين حاليا ضعيف جدا وبفر
 وثقيل ويعلق وبه عطل الان زين فايبر والبنق جدا

سيء“

language Arabic
city

Riyadh

company Zain

Table 1. Displays a tweet sample features 

Table 2. Arabic sentiment analysis published during  
2010-2018 

ASA studies using Deep learning

There are several studies targeting ASA 
models using deep learning, such as: 

Deep learning in ASA 
 Nassif et al. [1] introduce a full survey about 
using deep learning techniques in Arabic 
sentiment analysis. They selected papers 
from journals, conferences, and work-
shops in the field of Arabic sentiment anal-
ysis using deep learning techniques. The 
fields of collected datasets are marketing, 
social media, news, healthcare, education, 
business, politics, sport, and economics. 
The sources of the collected datasets are 
Wikipedia and blogs, news pages, online 
comments, Facebook, product reviews, 
and Twitter. Twitter is the most popular 
source, with 55 papers using it to generate 
datasets. Convolutional Neural Network 
(CNN), Long Shot Term Memory (LSTM), 
Deep Belief Network (DBN), Gated Re-
current Unit (GRU), Recursive Auto En-
coder (RAE), Artificial Neural Network 
(ANN), Hierarchical Bidirectional LSTM 
(HBiLSTM), Bidirectional LSTM (BiL-
STM), Bidirectional GRU (BiGRU), and 
Deep Neural Network (DNN) are used to 
perform sentiment analysis in Arabic.
Al-Ayyoub et al. [2] introduce numerous 
studies focusing on sentiment analysis in 
Arabic. There are few studies in Arabic 
SA, as depicted in Table 2.

Year # number of papers
2010-2012 Around 28 papers
2013-2016 Around 175 papers
2017-2018 Around 125 papers
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Table 3. ASA models using Arabic  dataset

Abbasi et al. [4] merge Arabic and English 
sentiment analysis. They are targeting bi-
nary SA problems in Web Forum (WF) 
postings related to English and Arabic. 
Each post is classified as supporting or not 
supporting labeling on a given issue. They 
use extraction and selection feature meth-
ods. They used a root extraction algorithm. 
They offered pre-processing features (e.g., 
word n-grams) in English text. They used 
heuristic data for ranking features, which 
has better performance than a genetic algo-
rithm (GA). They used the Support Vector 
Machines (SVM) classifier to test the per-
formance of their technique on a couple of 
small datasets, each including thousands 
of postings written in a mixture of lan-
guages. The experimental results using an 
entropy-weighted genetic algorithm with 
SVM achieve accuracy of over 91% on the 
83 benchmark datasets in English and Ar-
abic forums.
Guellil et al. [3] do a survey about senti-
ment analysis, which is used to classify 
and identify the sentence as a positive sen-
tence or not. The collected study uses three 
approaches: a lexicon-based approach, a 
corpus-based approach, and a hybrid ap-
proach. Two of the most serious issues 
confronting the ASA are the diversity of 
dialects and the scarcity of Arabic resourc-
es. This study focuses on the most recent 
work, with the period of collected papers 
being between 2015 and 2019. 
 Medhaffar et al. [5] used three supervised 
machine-learning methods: support vector 
machine (SVM), Naive Bayes (NB), and 
MultiLayer-Perceptron (MLP) algorithms. 

They used the Python language, extract-
ing their features using the Doc2Vec tool 
to classify the text as positive or negative. 
They evaluate the performance of the three 
models (SVM, NB, and MLP) in classi-
fying the text as positive or negative in 
terms of accuracy, precision, and recall. 
The MLP achieves more than 78% accu-
racy, which is better than the other two al-
gorithms. They achieved an error rate of 
0.23, 0.22, and 0.42 using SVM, MLP, and 
binary NB, respectively. SVM has a pre-
cision of 76%, while BNB has a precision 
of 60%, and MLP has a precision of 78%. 
Alayba et al. [7] used a combination of CNN 
and LSTM to improve the accuracy of sen-
timent classification of short messages 
taken from Twitter as positive or negative. 
They used many data sets, such as Main-
AHS, SubAHS, Ar_Twitter, and ASDT. 
Then, by applying the deep learning com-
bination algorithms, which are CNN and 
LSTM, they achieve accuracy as shown in 
Table 3.

Dataset Description Algorithms Accuracy
Arabic Health Services

Dataset
CNN+L-

STM
94.24%

Arabic Health Services
Dataset

CNN+L-
STM

95.68%

Arabic Twitter Dataset 
(ArTwitter)

CNN+L-
STM

88.10%

Arabic Sentiment Tweets
Dataset (ASTD)

CNN+L-
STM

77.62%

Alayba et al. [7] introduce an Arabic-lan-
guage dataset containing opinions on 
healthcare services that was gathered via 
Twitter. The dataset consists of 2026 tweets. 
where they show how to acquire data from 
Twitter as well as how to filter, preprocess, 
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and annotate Arabic text to create an Ara-
bic sentiment analysis dataset. They show 
how to acquire data from Twitter as well as 
how to filter, preprocess, and annotate Ara-
bic text to create an Arabic sentiment anal-
ysis dataset. They used modern, standard 
Arabic dialects. They used machine learn-
ing and deep learning algorithms. They 
used multinomial NB, Bernoulli NB, LR, 
linear support vector, stochastic gradient 
descent, and nu-support vector as machine 
learning algorithms. Also, they used CNN 
and DNN as deep learning algorithms. Ta-
ble 4 shows that multinomial NB, SVM, 
LSV, stochastic gradient descent, and 
DNN achieve over 90% accuracy in the 
classification of health services as positive 
or negative, as depicted in Table 4.

Algorithm Type Accuracy
Multinomial NB Machine learning 90.14%

Bernoulli NB Machine learning 89.16%
LR Machine learning 86.94%

Support Vector 
machine

Machine learning 90.88%

LSV Machine learning 91.37%
Stochastic 

Gradient Descent
Machine learning 91.87%

Nu-Support 
Vector

Machine learning 87.82%

CNN Deep learning 85%

Table 4. Machine and deep learning algorithm in 
healthcare ASA.

According to Maha et al. [9], improving 
Arabic sentiment accuracy is considered 
an open problem. They used deep learn-
ing to improve Arabic sentiment analysis. 
Additionally, they explain the difficulties 
that face Arabic language accuracy. They 
used convolutional neural networks and 
long short-term memory models to predict 

the sentiment of Arabic tweets, but they 
did not achieve high accuracy. To classify 
the sentiment of Arabic tweets, they used 
ensemble models that combined CNN 
and long-short-term memory models. The 
CNN has an accuracy of 64.30 and an F1 
of 64.09. LSTM has a dropout rate of 0.2, 
an accuracy of 64.75%, and an F1-score 
of 62.08%. The accuracy of the ensem-
ble model is 65.05%, and the F1-score is 
64.46%. They obtained the dataset from 
Twitter and prepared it using the following 
methods: Dates, numbers, and URLs are 
removed. Emojis are separated by a space 
to be treated as words, and diacritics and 
elongation are removed.
Altaher et al. [19], make shifting from tra-
ditional techniques to deep learning algo-
rithms. They used stop-word and stem-
ming as pre-processing methods and they 
used feature and information gain as fea-
ture weighting. Then, applying a deep 
learning algorithm to effectively and ac-
curately classifies Arabic tweets either as 
positive or negative tweets. We collected 
a dataset consisting of 500 Arabic tweets, 
and the tweets mainly discuss general top-
ics about education. the feed-forward ar-
chitecture as deep learning. The accuracy 
when using deep learning is 90%. Using 
SVM, DT, neural network they accuracy 
are 85%, 67%, and 80%, respectively. 
Khalil et al. [20], introduce semantic clas-
sification for multi-label Arabic emotion 
analysis (e.g., annoyed, happy and angry). 
They presented an optimized Bidirection-
al LSTM network. Where they used four 
optimizer techniques, which are Adam, 
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Table 5. People opinions about Nike and Adidas products

Adamax, Nadam, and RMSpro. They used 
word embedding models for pre-process-
ing. They used Task E-c: Detecting Emo-
tions (multi-label classification) dataset. 
Where this task contains 2278 tweets for 
training, 585 tweets for development, and 
1518 tweets for test data. 
Manshu et al. [21], they used the Amazon 
dataset for books, electronics, kitchen 
domain. They apply CNN deep learning 
algorithm to measure the sentiment anal-
ysis via products. They achieve accuracy 
81.98%. They use a new method of fea-
ture selection method where they combine 
between domain feature specification and 
domain independent features.

ASA in E-marketing 
Several studies are targeting marketing 
and business analysis [15] [22-25]. In [15] Stock 
market investment is a significant aspect of 

every country’s economy. Market research 
is an important part of making an invest-
ment in that filed. The SA is applied into 
market data, where these data are collected 
and per-processed before training and test-
ing. This will assist investors in predicting 
where their money should be placed in the 
stock market, as well as in preserving the 
market’s economic equilibrium. 
The goal of Rosool et al. [10] is to determine 
what the public thinks about the top two 
worldwide apparel companies and com-
pare the positive and negative sentiments 
of everyday consumers toward each one. It 
was found that positive reviews of Adidas 
are higher than those of Nike. While the 
neutral values record the satisfaction lev-
el among the online Twitter users for both 
brands, which is more than 60% of total 
reviews as depicted in Table 5,

Nike Adidas
Positive Negative Neutral Positive Negative Neutral
24.5% 11.9% 63.6% 27.2% 11.7% 61.1%

Elzayady et al. [26], using traditional ma-
chine learning and deep learning algorithm 
in sentiment analysis. They used machine 
learning algorithm in sentiment analysis, 
which are KNN and DT. They used two 
Arabic datasets, which are HTL (hotel re-
view) and LBAR (book review). The ex-
perimental results showed that there is no 
correlation between classifier and N-gram 
for feature representation. The best result 
in accuracy is 76.6% using the KNN al-
gorithm with the HTL dataset. Using the 
NB algorithm with the LABR dataset 
and bigram features achieves an accuracy 

of 81.1%. On the other hand, using deep 
learning Using the HTL dataset, the accu-
racy is 85.38%; using the LABA dataset, 
the accuracy is 86.88%.
Al-Bayati et al. [27] mention that deep learn-
ing models have been provided to address 
and solve the Arabic sentiment analysis 
problem. They develop a sentiment anal-
ysis model using the LSTM deep learn-
ing algorithm. This model may be used to 
forecast Arab reactions to current political 
events, making this a crucial sector in de-
cision-making. In commercial and market-
ing, where, Arabic enterprises and others 
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sell their products to Arab consumers, they 
would gain from such a project since it 
would allow them to automatically collect 
feedback on their products and services to 
improve them.
They used Large-Scale Arabic Book Re-
views (LABR), then selected a deep neural 
network, which is the LSTM. Converting 
texts to sequence numbers using word em-
bedding method. Finally, the outputs of the 
LSTM layer are given to the SoftMax lay-
er, which normalizes them and classifies 
the emotion of the input text as positive or 
negative. The experimental results show 
that the best accuracy and F-score are 
achieved when the hyperparameter LSTM 
out is set to 50 and the batch size is 256, 
where the accuracy is 82% and the F-score 
is 81.6%.
Yadav et al. [28], mention that social media 
is a strong tool for individuals to commu-
nicate their feelings in the form of thoughts 
and viewpoints. Marketing should research 
and analyze people's emotions and reac-
tions to products.
Al-Bayati et al. [27], introduce a compre-
hensive overview of the most widely used 
deep learning models in sentiment analy-
sis. They present a sentiment classification 
taxonomy and explore the consequences 
of common deep learning architectures, 
which are convolutional neural networks, 
recursive neural network, recurrent neural 
network (LSTM and gated recurrent units), 
and deep belief networks. They also high-
light the most Arabic datasets used by deep 
learning to develop Arabic sentiment anal-
ysis models, which are the Stanford large 

movie review (IMDB), Yelp dataset, Stan-
ford sentiment treebank (SSTb), Amazon 
review dataset, CMUMOSI, MOUD, Get-
ty Images, Twitter Dataset, and Twitter Im-
age Dataset. They mention the applications 
where sentiment analysis is performed, 
which are crime prediction, politics, busi-
ness review analysis, business review, and 
financial market prediction. Also, they in-
troduce the drawbacks of using deep learn-
ing for Arabic sentiment analysis. Whereas 
the main disadvantage is ensuring that the 
ASA provides the expected results. DL al-
gorithms need a large amount of labeled 
data for training. In addition, some deep 
learning algorithms need to restart their 
parameters from the starting point, which 
incurs overhead in terms of time.

Comparative analysis for ASA models

In this section, we introduce a compara-
tive analysis for Arabic sentiment analysis 
using a deep learning algorithm. We will 
analyze other researchers' reflections on 
our research. Then we are going to keep 
listing all the technologies used in devel-
oping ASA models.

Researches reflection on our research
In our research, we will focus on sentiment 
analysis to analyze people’s opinions about 
e-marketing products. Previous techniques 
suffered from low performance and accu-
racy when dealing with large datasets. Ad-
ditionally, researchers do not compute the 
time complexity when the dataset becomes 
large. These problems will be solved in our 
proposed model, in addition to improving 
the company’s sales through the analysis of 
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online product reviews. Tables 6.a and 6.b 
show machine learning and deep learning 
algorithms, accuracy, and enhancements 

Paper 
Number 

Year Dataset source Algorithms

[29] 2016 From Twitter.
consisting of 1103 tweets

(576 as positive and 527 labeled as negative

Lexical+ SVM.

[26] 2016 HTL and LABR which belongs to book rating CNN+LSTM
[19] 2017 Arabic tweets are collected that consisting  of 

500 tweets related for education area
DT and SVM as traditional

machine learning and the feed
forward architecture as deep learning

[9] 2018 Arabic Sentiment Tweets Dataset (ASTD). CNN is coupled with LSTM
[30] 2019 Twitter Arabic Hotels reviews (LSTM) and Bidirectional LSTM
[20] 2021 SemEval 2018) contains 4372

tweets, which are organized into three 
categories: training, development, and testing

Bidirectional LSTM

that can be made in developing ASA mod-
els. Also, Table 6b shows research reflec-
tions on our work.

Table 6.a Deep learning algorithms and its reflection for our research

Table 6.b Deep learning algorithms and its reflection for our research

Paper 
Number

Accuracy Reflection Enhancements

[29] 84.01% we will usedeep learning with 
large dataset

Hybrid algorithm enhance the 
accuracy of semantic analysis 

The data set is small
[26] Using HTl dataset, the

accuracy is 85.38%. 
Using LABA dataset,

the accuracy is 86.88%

Several papers using combination 
of CNN and LSTM

The accuracy is increased when
using deep learning algorithm. 

And we must increase the 
datasets

[19] Using deep learning
accuracy 90%. using 

SVM 85’%

Deep learning algorithm
outperform machine learning

algorithm

Deep learning with weighting
characteristic need time

consuming
[9] 65.05% using ensemble

learning
Ensemble learning can enhance 

the accuracy of ASA
accuracy has to be improved

[30] 82.6% When dealing with huge dataset, 
the RNN has the overfitting

problem

Solving overfitting problem

[20] 75.5% accuracy for 
validation and 49.8% for 

testing

SemEval is considered as large 
scale

accuracy has to be improved

Studies analysis 
We can conclude that the researchers de-
velop Arabic sentiment analysis using 
several types of Arabic datasets, and ma-
chine-learning, deep learning algorithms. 

combination between deep learning algo-
rithms. 
• Arabic datasets: Most studies are col-

lecting datasets from Twitter web pages, 
newspapers, and blogs to form Arabic 
corpora, then making pre-processing to 
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enhance the optimization. Also, some 
researchers develop a sentiment anal-
ysis model using datasets such as 
HTL for hotel reviews and LABR for 
book ratings. Main-AHS, Sub-AHS, 
Ar-Twitter ASDT (Arabic Sentiment 
Tweets Dataset), and Human-Anno-
tated Arabic Dataset (HAAD) are also 
available in ASA. Stanford large movie 
review (IMDB), Yelp dataset, Stanford 
sentiment treebank (SSTb), Amazon 
review dataset, CMU-MOSI, MOUD, 
Getty images, Twitter dataset, and 
Twitter image dataset.

• Machine learning: Traditional machine 
learning includes supervised algo-
rithms, unsupervised algorithms, and 
hybrid algorithms (supervised and un-
supervised).

• Deep learning. Researchers use deep 
learning with different architectures.

• Combinations between deep learning 
algorithms such as CNN and LSTM in-
crease the accuracy of ASA.

• Ensemble learning merges several 
learners to enhance the detection rate 
and performance accuracy. We will use 
ensemble-learning techniques such as 
bagging (randomly selected training 
data) or boosting (focusing on enhanc-
ing incorrect classification instances).

• Also, researchers are using several pre-
processing techniques, such as

• Word Embedding 
• Normalization, stop-word removal, ne-

gation terms and stemming 
• Tokenization and segmentation of 

tweets. 

• Spelling Correction. 
There are several Arabic sentiment analy-
sis levels such as:
• Sentence level 
• Document level 
• Phrases level 
• Multidimensional level 
• Multimodal level

Proposed Model 

Our proposed model's key contribution is 
the development of Arabic sentiment anal-
ysis to gauge consumer perception of Sau-
di Arabian communication companies in 
order to increase the quality and quantity 
of their services through gathering client 
feedback. After we created our Arabic da-
taset, Sara-Dataset, our proposed work is to 
develop Arabic sentiment analysis for Sau-
di Arabia’s opinions toward Saudi commu-
nication enterprises. As mentioned in the 
dataset section, the size of the datasets is 
small. Our model will use a large dataset, 
as mentioned in Section 2. Our model will 
select the best preprocessing, feature se-
lection, and deep learning methods. We 
will enhance model accuracy using ensem-
ble learning. As depicted in Fig. 6, our de-
sign model consists of the following steps: 

Fig. 6. Our proposed ASA model
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1. Collecting dataset. We collected 
Sara-database from Twitter to build a 
corpus about Saudi Arabia’s custom-
ers’ opinions toward Saudi communi-
cation enterprises. 

2. Pre-processing. This step is responsi-
ble for cleaning data, normalization, 
and identifying features. In this step we 
used several techniques such word em-
bedding, filtering technique, normal-
ization, stop-word removal, negation 
terms and stemming, tokenization and 
segmentation of tweets and spelling 
correction

3. Sampling. To generate a random sam-
ple for training and testing, the dataset 
is divided into K-fold cross validation. 

4. Evaluation. Our model will be evalu-
ated in terms of accuracy, precision, 
recall, f-measure, and area under the 
curve. Also, improving the quality 
and quantity of a company's services 
through customer feedback

5. Optimization. We will enhance our 
model in terms of feature selection 
methods and using bagging and boost-
ing ensemble learning techniques. 
There are several issues related to our 
proposed ASA models. First, the main 
limitations of our model are the scarcity 
of Arabic resources and the fact that we 
do not cover all Arabic dialects. Second, 
we will combine several deep learning 
algorithms to enhance accuracy. Third, 
we will use bagging and boosting en-
semble-learning techniques. Also, we 
will try using SMOTEDNN (Synthet-
ic Minority Oversampling Technique 

with Deep Neural Network) to address 
air pollution classification [31]. SMOT-
EDNN was created to classify air pol-
lution, and its accuracy is 99.90%. 
Finally, we'll try to apply transformer 
deep learning, which has a higher accu-
racy rate than deep learning [32].

Conclusion and Future Works 

Several studies pertain to English senti-
ment analysis. Due to the difficult struc-
ture of Arabic language, Arabic sentiment 
analysis has several limitations and restric-
tions. This paper conducts a comparative 
analysis of Arabic sentiment analysis us-
ing deep learning. The domain of the col-
lected papers is Arabic sentiment analysis 
in e-marketing using deep learning. The 
comparative metrics are: contribution of 
papers, deep learning techniques, perfor-
mance, Arabic datasets, and potential im-
provements in developing Arabic senti-
ment analysis models. There is a shortage 
of Arabic sentiment datasets compared to 
English. One of the primary results of this 
analysis is that there is still a huge need 
for substantial research to acquire a better 
knowledge of Arabic dialects. There is no 
Arabic sentiment analysis model that can 
accurately handle all Arabic dialects. This 
has created a large gap in our understand-
ing of ASA that researchers will try to fill 
in future research. Due to its complicated 
structure, numerous dialects, and scarcity 
of resources, the Arabic language has a 
number of constraints. Although the accu-
racy of Arabic sentiment analysis has in-
creased using a deep learning model, there 
is still potential for improving accuracy. 
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A large Arabic dataset that we created be-
longed to a Saudi Arabia n communication 
corporation. Consequently, the aim of our 
future work is to develop a sentiment anal-
ysis model by incorporating deep learning 
techniques into our dataset. To improve the 
accuracy of our proposed Arabic sentiment 
analysis model, we must select the best 
preprocessing, feature selection, and deep 
learning methods for our dataset.
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