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Abstract

Software Defined Networking (SDN) decouples the network control and network forwarding elements. The cen-
tralized controller manages the network and controls the data flow in the network elements. It has received signif-
icant attention from industry and researchers, and it has been deploying in different scenarios and environments.
A centralized network plane supports programmable network management and flexibility. However, it introduces
a single point of failure and scalability issues. SDN security has become a concern and many security challenges
are introduced. The control plane still suffers from the number of threats such as a distributed denial of service
(DDoS), man in the middle (MITM), and information modification attacks. To address these limitations, we pro-
pose a robust, secure, collaborative agent-based SDN infrastructure to detect and mitigate the attacks. We simulate
and evaluate the performance of the proposed system when SDN control plan is compromised at build and run

time. Simulation results show that security solutions are effective to mitigate the attacks.
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1. Introduction

SDN network devices are divided into two
layer’s control plane and data plane [1]. While
the data plane is just a fast packet processing
layer the control plane deals with various rout-
ing protocols and maintains forwarding states
[21. So the control plan has become very com-
plicated and it has led networks to be unstable
and difficult to manage. And also these devic-
es are closed and proprietary and it has been a
barrier to innovation.

In traditional Networks Control plane is
implemented with complicated software and
ASIC, it was unstable and increased complex-
ity in management. The platform is closed
means vendor-specific and it was hard to mod-
ify, hard to add new functionalities, so soft-
ware defined networking (SDN) comes into
existence with separate control plane from the
data plane. Advantage of SDN over Tradition-
al Network, SDN provides solutions to current
network infrastructure issues such as scalabili-
ty, reliability, and security [ 3].

In SDN, the control plane is decoupled
from the network devices and the controller
manages the entire network in a centralized
manner [ 4]. A centralized network plane sup-
ports programmable network management and
flexibility. In this way the controllers can eas-
ily provide and maintain the global network
view and controllers implement northbound
API [5]. SDN is a Programmable network 1i.e.
it provides fixed and dynamic network control

(6]

However, it introduces a single point of
failure and scalability issues. Researchers pro-
posed multiple SDN controllers' architectures
to address the challenges with a single point
of failure [18].

The Control plane remains the main com-
ponent in the networks, and attacking the con-
trol will compromise the entire network. The
control plane still suffers from several threats
such as a denial of service (DoS), man in the
middle (MITM), and information modifica-
tion attacks.
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Another advantage of SDN is that it is pos-
sible to build a network with commodity serv-
ers and switches so the cost can be significant-
ly reduced. A lot of challenges arise in SDN
due to SDN application and controller have
complete control of the network; controller
and SDN Applications are built on the gener-
al-purpose computing platform. If the control-
ler or application is compromised the whole
network is compromised. So it is very hard
to prevent all attacks. Many researchers have
investigated the attack and vulnerabilities in
SDN [ 7-9] suggested countermeasures [ 10-12]
with different aims. Also, researchers have in-
vestigated the detection of network anomalies
using the machine learning approach [13-14].

In this paper, attacks are characterized as
misconfiguration, malware and insider attack.
Detection and countermeasures are the main
theme of this paper and proposing an agent-
based security framework to collect network
traffic from the forwarding plane, apply clas-
sification algorithms to detect network anom-
alies.

This paper is organized as follows. Sec-
tion 1 includes the introduction, purpose, and
significance of this research. Section 2 dis-
cussed the related work-study in the domain
of SDN Security, Section 3 discussed current
SDN infrastructure & security issues, Section
4 discussed the proposed framework, Section
5 discussed the implementation, identification
of vulnerabilities, testing method, analysis of
computed results, and countermeasures for
vulnerabilities. Finally, the main findings and
results discussed in the conclusion.

2. Related Work

This section highlights the work done in
the domain of SDN security, we classify the
relevant research work as SDN overview, se-
curity issues & challenges, threats, attack, per-
formance issues of current SDN controllers
and countermeasure.

In [1], the authors have discussed SDN
network architecture, network services, se-
curity and privacy, operating systems secu-
rity including distributed control plane and
SDN security. Reference [5] proposed a dis-
tributed controller’s architecture for SDN to
address scalability and reliability. Relation-
ship between SDN (programmable network)
and network virtualization discussed in [ 6].
In [15] authors proposed a hybrid hierarchi-
cal control plane to improve the scalability of
an SDN based large-scale networks and fast
rerouting algorithm. In [16] authors proposed
multiple-controller architecture based on a
distributed rule store. In the distributed rule,
the application layer calculated the flow rules
and distributed it to multiple controllers to re-
solves the security and performance issues.

Classification of SDN hypervisors and
proposed framework for SDN hypervisors are
discussed in [ 17]. In SDN challenges are net-
work’s scalability, reliability, and availability,
to resolve the issues authors in [18] proposed
multiple controller architectures. In [19] au-
thors discuss SDN issues and challenges and
proposed mitigation techniques to address se-
curity, reliability, scalability, availability, re-
siliency, and performance. Reference [20] pro-
posed Control path management framework
for multi-lateral SDN network to address re-
liability, control path reliability algorithms
also enhance the system performance. In [21]
authors discussed software defined network-
ing architecture, challenges, security attacks,
countermeasures, and research trends.

In [22], [23] authors proposed Integrated
Network Functions Virtualization (NFV) and
SDN architectures, NFV virtualize the net-
work and deploy into hardware, while SDN
makes networks programmable, to address
reliability, performance, and scalability prob-
lems. In [24] authors proposed a cross-domain
SDN architecture that supports dynamically
provision of various applications and services
like configuration management and decision
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making to address challenges and open issues
of SDN based network. In [25] authors pro-
posed and implemented a machine learning
(ML) based (DDoS) attack detection system,
with very well more than ninety percent de-
tection accuracy with a low false-positive rate.

Evolution of SDN and security attacks on
SDN i.e. spoofing, tampering, repudiation,
information disclosure, denial of service, as
well as controls/countermeasures i.e. fire-
walls, IDS/IPS, access control, auditing, and
policy management are discussed in [26]. Secu-
rity development lifecycle to address threats,
risks, and vulnerabilities are discussed in [ 27].
In [28] authors discussed challenges due to at-
tacks in SDN and proposed a holistic security
architecture approach. Reference [29] proposed
a programmable data plane to address the con-
figuration attack. In [30] authors proposed Da-
ta-Plane extensions to secure the switches and
router against Configuration attack. Address
resolution protocol poisoning attack i.e. man
in the middle attack (MITM) attacks are dis-
cussed in [31] and suggested a technique from
the ARP Poisoning attack to protect data cen-
ter networks on SDN. In [32] Due to IoT, cy-
ber-resilient SDN based smart grid is needed,
the possible security attacks on the network
such as IP spoofing and (DDoS) attacks are
discussed and proposed framework to assess
security risks.

Distributed Denial of Service (DDoS) at-
tacks or misconfiguration attacks in SDN in-
frastructure are discussed in [33-35]. Distributed
denial-of-service (DDoS) attacks, detection,
and protection mechanism in large scale Net-
work are discussed in [33] DNS amplification
attack under the threat of Denial of Service af-
fect the DNS server discussed in [34]. DDoS
flooding attack problems and countermeasures
are discussed in [35]. Defense mechanisms
against DDoS Attacks in SDN are discussed
in [36]. In [3] authors discuss the advantage of
SDN over the traditional network. SDN vul-
nerabilities caused (DDoS) attack, proposed

Advanced Support Vector Machine (ASVM)
algorithm to detect DDoS attacks.

Malware attacks, detection and counter-
measures on SDN Infrastructure are discussed
in [7-11], [14], [37-46]. In [37] authors discussed
Open issues in SDN security and proposed
security framework for empirical evaluation
of classifier security based on attack pattern.
In [10] authors discussed possible solutions
against DDoS attacks in SDN. Reference [ 38],
[39] discussed how ML help in malware detec-
tion and suggested some countermeasures. In
[40] authors discussed and implemented Mal-
ware hybrid detection using the static and
dynamic approach. In [14] authors proposed
a method using a machine learning approach
to detect unknown malware from executable
files based on micro-patterns. In [41] authors
proposed ML behavior-based malware de-
tection model. Reference [42], [43] proposed
a linear, central and mesh-based approach to
mitigate the DDoS attacks in real-time large
SDN based Networks. In [9] authors proposed
a framework to detect and mitigate  Appli-
cation-specific DDoS attacks. In [ 44] authors
proposed a secure autonomous response net-
work (SARNET) based on SDN and NFV.

In [8] authors proposed a flow-table shar-
ing approach to protect the SDN-based cloud
from flow table overloading DDoS attacks by
using idle flow-table of other Open Flow. In
[11] authors proposed a framework to counter-
measure table-miss striking attacks that de-
grade the performance of the controller.

In [ 45] authors proposed a secure frame-
work against DDoS attacks to secure applica-
tion servers as well as other network resourc-
es. In [46] authors discussed issues in SDN
security, present a comparison of IDS ap-
proaches based on machine learning and deep
learning approach. Reference [7] discussed
DDoS attacks and DDoS detection algorithm
to find the attack path using minimum network
resources and in minimum time. In [47], [48] au-
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thors discussed security threats including mas-
querading and encrypted attack.

3.SDN & Security Issues

SDN architecture is shown below in Fig.
1. It separates control and data planes to op-
timize the network workload which provides
high speed and intelligence of using the net-
work resources. Also, the control plane pro-
vides practical and easy network management
via network services. The control plane con-
sists of a controller with Northbound and East/
Westbound API. Northbound API enables ap-
plications to communicate with the control
layer. East/westbound interfaces also allow
multiple controllers to interact in distributed
SDN [6], [49-50].

SDN controllers i.e. Network operating
system (NOS) are external logical entities that
enable the network operator to program and
manage the forwarding devices based on a
logically centralized network view. SDN con-
trol plane manages the data plane elements by
translating the application layer policies to the
underlying data plane devices and provide the
network information about the network to the
management plane. The basic design of the
control plane is using one controller to man-
age the whole network. However, in the case
of large scale networks, multiple controllers
are used. Data plane (infrastructure layer),
comprises of connected network devices that
forward the network data flows based on the
assigned flow rules.

The control plane implements these rules
through the southbound. The southbound in-
terface allows the control plane to communi-
cate and control the forwarding devices. Open
Flow is the main SDN protocol that is used for
communication between the data plane and the
controller through a secure channel that is usu-
ally a TLS/SSL. A centralized network plane
supports programmable network management
and flexibility. However, it introduces a sin-
gle point of failure and scalability issues. Fig.

1 shows the SDN threats are attacks on da-
ta-control and control-application interfaces,
attacks, and vulnerabilities in controllers and
application layers.

Fig. 1. Software Defined Networking Architecture

Attack on SDN Infrastructure and Security Measures



Journal of Engineering and Applied Sciences, Vol. 6, Issue (2) November, 2019

Table 1. Summary of the Literature Review

Reference- SDN Security, Threats & Security Countermeasures = Remarks:
Work Overview = Challenges @ Attack Framework =& Solution
Work/Strength
and .
vulnerabilities

performance

issues of

current SDN

controllers

(1] v J Abstractions for
software-defined

networks in terms of
Network services,
Security and privacy

[5] v v Proposed switch
migration protocol
for load balancing
with the OpenFlow

standard.

[6] v v How SDN Evolve,
trace the history of
programmable

networks

[7-11],[14] 4 v v Detection of DDoS
attacks( Malware)

[15] v v Proposed Control
plane named Orion,
reduce the
computational
complexity of an
SDN control plane

[16] v v v v Proposed Controller
performance is better
than ONOS and
Floodlight

[17] N4 N4 Propose the outline
for the development

of a performance
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(18]

[19]

[20]

[21]

[22]

[25]

[26]

(28]

v

v

v

v v v
v v v v
v v v v
v v

v v v

evaluation framework

for SDN hypervisors.

Multiple controller
architectures design,
communication
process and

performance results.

SDN related issues
and Challenges:
protocol and
architecture

perspectives

Proposed and develop
a control path
management
framework to address

Reliability issues

SDN architecture,
security issues,
attacks and

countermeasures

Proposed Integrated
NFV/SDN

architectures

ML-based (DDoS)
attack detection
system, Implemented
in a virtual SDN

environment

Survey on SDN

security

Security architecture
for SDN.
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[29] v v
[30] v v
[31] v v
[32],[33],[34] v v
[351,[36] v
[371,138],[39] v

[40] ,[41],
[42] ,[44],
[45]

[47],148] v

An attacker can exploit the weakness of
the TLS/SSL communication channel be-
tween the SDN devices and the controller to
launch attacks. Malicious SDN controllers
and applications can be used to compromise
the network. Other threats are forged traffic
from data devices, malicious switches, vul-
nerabilities of administration station. Even
though these threats are not specific to SDN
networks, the impact on the SDN networks is

v v Proposed
Programmable data

plane (PD) Concept

SDN-based data
plane architecture
called DPX that
supports security

services.

Suggesting a
technique to protect
the data center
networks from the
ARP Poisoning attack
using SDN

A framework to
assess security risks
within an SDN-
enabled smart grid

communication

v Identification and
counter measure of
Misconfiguration
Attacks on SDN
Infrastructure

Identification and
countermeasure
Malware Attack on
SDN Infrastructure

Identification and
countermeasure of an
insider attack on
SDN Infrastructure

more severe than traditional networks.

An attacker can use fake traffic to launch
DoS/DDoS attacks on SDN switches and con-
trollers. Also, an attacker can exploit switches
vulnerabilities and then launch serious attacks
against the network entities such as dropping
or slow down network data flows and over-
loading controllers with request packets.
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3.1 SDN Operation

Fig. 2 shows network topology with one
SDN switch and two network hosts A and B.
The switch i1s connected to an SDN controller.

Fig. 2. Basic SDN Operation
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If in this network host A wants to try to talk
to host B the switch doesn’t know what to do
with the packet received from host A, because
it doesn’t have its controlled plane anymore,
so it queries a controller and the controller in-
structs the switch to forward all the packets
from host A to host B by installing this flow
Rule. So once this flow rule is installed host
A can talk to host B. Some attack factors that
could affect SDN infrastructure and particu-
larly on data centers.

Modern data centers deal with a lot of
virtual machines. The East-West traffic that
travels within the data center has become
dominant [51], [52] as shown in Fig. 3. The data
centers have recently started employing this
leaf-spine design that reduces the latency and
the possible bottlenecks caused by the switch
with traffic. But even with this new design,
there remain other challenges to be solved.
So that data center should be able to deal with
frequent migrations and also a large number
of links. And it is still expensive to scale and
maintain the data centers. So this software de-

fined data center(SDDC) is rapidly gaining at-
tention as it can solve the challenges.

The SDDC can reduce the complexity by
leveraging the global network view and net-
work program ability offered by SDN and it is
also possible to reduce the capital expenditure
by building and scaling the data center with
commodities servers and switches and also it
is possible to readjust the operational costs by
centralizing and automating a lot of manage-
ment tasks.

The control plane is also scalable because
it is always possible to spawn more virtual ma-
chines to host more controller nodes if needed.
The complexity of the network is low, with a
global network view, low cost, centralized and
automated management, highly available and
scalable control plan, distributed SDN con-
troller, VMs to host the controller Nodes.

4. Proposed Frame Work: SDN Security
Evaluation

The purpose of the proposed framework
shown below in Fig. 4, is to automatically
instantiates known attacks against SDN el-
ements across the diverse environment and
assists unknown security problems within
SDN Deployment. Additional components are
agent manager, application agent, agent chan-
nel and agent host. Agent Manager control all
the additional component, and it runs on man-
aged code i.e. router, controller and forward
notification to the application agent, agent
channel and agent host. The application agent
is an autonomous agent or intelligent agent
work in a dynamic environment responsible
for achieving goals into actionable tasks. The
agent channel is responsible for online chan-
nel management, distribution channels effec-
tively among the components. Agent hosts are
managed code runs into the data plane.

5. Performance Evaluation

The attack vectors that could affect the
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SDN infrastructure are misconfiguration, mal-
ware and insider attacks. We simulate and
evaluate the performance of our system under
these attacks

* Malware 1, Due to this SDN control
plane compromises at build-time

* Malware 2- SDN control plane com-
promises at run-time

5.1. Simulation Set up

Steps:

1- Fetching ONOS source

2- Building ONOS with Maven

3- Creating ONOS package that is de-
ployed in a control plane

4- Deployed this package (ConFig.d to
form a three-node ONOS Cluster) to three vir-
tual machines (VM)

5- Reverse cell connected (attacker host)-
Three node ONOS cluster created (Victim
ONOS)

SDN Control Plane Components: The
controllers that we consider in virtual SDN
infrastructure are open network operating sys-
tem(ONOS), and open daylight (ODL). Dis-
tributed network operating system, provide a
base design for commercial SDN controller
products, for example, brocade SDN and con-
troller is based on open daylight.

So the first attack vector is a misconfigura-
tion, on ONOS and open daylight, both imple-
ment various interfaces for management pur-
pose and if an attacker can gain access to any
one of these interfaces the attacker can freely
manipulate the entire SDC network. And re-
garding this attack vector ONOS and the open
daylight community have relieved the secu-
rity guideline and possible mitigation would
be changing default credentials and properly
configuring the network.

Second Attack Vector Malware, Malware
infection at build time and at run time, Also
ONOS is prone to malware and the infection
can take place during the build and run time.
The possible defense is, to download the proj-
ect source from a trusted source code reposi-

tory.

Fig. 3. Software Defined Data Center(SDDC) Network Design and Attack Vector
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Fig. 4. Proposed Frame Work
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Attack Vector - Malware 1, due to this
SDN control plane compromises at build-
time, it will manipulate host file and settings.
If there was a network attack against the built
environment, the malicious library could have
been pulled from untrusted repositories and
injected into the deployable package and caus-
es DNS cache poisoning and ARP spoofing at-
tack. And if this infected package is deployed
this may put the entire data center at risk.

Another attack vector (Malware 2- SDN
control plane compromises at run-time) is ma-
licious SDN applications, ONOS, and open
daylight both support the deployment of SDN
applications. So that network administrators
and operators can easily install SDN and ap-
plications using CLI, GUI or rest API. So to
make them download and install malicious
applications social engineering texts can be
used and once this malicious application is
installed. The application can manipulate the
behavior of the control plane and the entire
network.

And lastly, the SDDC control plane is also
prone to insider attacks launched by malicious
tenants. The malicious tenants may generate
massive network flows to saturate the con-

trol plane and also they may send out crafted
packets to manipulate the global network view
maintained by the controller.

The attack scenarios

Compromising SDN control plane at
build time and run time. Two attack scenario
is discussed and implemented that breaks the
SDDC infrastructure.

In the first attack scenario, we assume that
the victim has built on us in an insecure en-
vironment and we use a maven repository to
inject the malicious library into the deploy-
ment package. Once this infected package is
deployed the malicious code will be executed
and the attacker will get remote access to each
hosted control or host machine and then will try
to inject an arbitrary ONOS note to the control
plane. An ONOS package that is deployable to
the control plane. And deploying the package
to three different virtual machines. ONOS de-
ployed on the cluster. We have three nodes on
the ONOS cluster form and the attacker host.
We have a reverse shell connected back to the
attacker. And the attacker host it is possible to
access and modify all of the onus configura-
tions including the credentials to access CSI
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and GUI and also rest API. And also it is pos-
sible to modify the cluster configurations. So
going to manipulate the cluster configurations
to inject an unauthorized ONOS node to the
cluster. So once the cluster restarts, it has four
nodes on this cluster including one unautho-
rized node and the attacker can easily access
the control plane and manipulate the entire
SDN network with this unauthorized name.

Analysis of the simulated network is also
evaluated through Wireshark. Input-Output
(IO) graph of Network is in under Normal Op-
eration shown as in Fig. 5.

Fig. 5. Normal Traffic IO Graph

T

Flood traffic from ho-ét h2 to h1 (Victims)
is shown in Fig. 6. A sudden higher spike rep-
resents the flood traffics.

Fig. 6. DDoS 10 Graph

Mitigation of DDoS Attack is shown in
Fig. 7, mitigating the malicious traffic which
is flooding our victims, in this case, it will
be host 1(H1). The sudden drop in the graph
shows mitigation is applied

Fig. 7. Mitigation Flow 10 graph
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The second scenario demonstrates the
threat of malicious SDN applications. In this
case, we assume that the network operator has
been fooled by social engineering attack and
downloaded a malicious SDN application. So
once the application is installed to the SDN
controller Cluster. The application stealthi-
ly degrades the over network performance
by abusing a weakness of a particular switch
form here.

So as a proof of concept we use a simple
test that consists of 1 switch device and 2 Net-
work hosts. We have open data like controller
console and on the right, we have one of the
network costs for performance measurement.
And manager assistant application and the
other bundles running inside a controller. So
when the switches are connected to the con-
troller on the network host we perform the
ping test to show our network performance.

Attacks are due to vulnerabilities in the
proposed virtual SDN network, the following
vulnerabilities are identified;

1- No System Integrity Protection-There
is no System Integrity Protection for the NOS

Attack on SDN Infrastructure and Security Measures
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component. The integrity of the CORE NOS
component must be guaranteed. The first prob-
lem is that there is no system where protection
for NOS in controllers. Deemed malicious li-
braries can be injected in the build process and
the source code of the SDN controller could
be manipulated before a building. But current-
ly, since there is no mechanism to detect a loss
of time integrity to the operator might directly
deploy a compromise testing controller to the
network. So. The code signing or other intu-
itive The second scenario demonstrates the
threat of malicious SDN applications. In this
case, we assume that the network operator has
been fooled by social engineering attack and
downloaded a malicious SDN application. So
once the application is installed to the SDN
controller Cluster. The application stealthi-
ly degrades the over network performance
by abusing a weakness of a particular switch
form here.

So as a proof of concept we use a simple
test that consists of 1 switch device and 2 Net-
work hosts. We have open data like controller
console and on the right, we have one of the
network costs for performance measurement.
And manager assistant application and the
other bundles running inside a controller. So
when the switches are connected to the con-
troller on the network host we perform the
ping test to show our network performance.

Attacks are due to vulnerabilities in the
proposed virtual SDN network, the following
vulnerabilities are identified;

1- No System Integrity Protection-There
is no System Integrity Protection for the NOS
component. The integrity of the CORE NOS
component must be guaranteed. The first prob-
lem is that there is no system where protection
for NOS in controllers. Deemed malicious li-
braries can be injected in the build process and
the source code of the SDN controller could
be manipulated before a building. But current-
ly, since there is no mechanism to detect a loss

of time integrity to the operator might directly
deploy a compromise testing controller to the
network. So. The code signing or other intui-
tive protection mechanisms such as checksum
could be possible solutions to this problem.

2- No authentication of SDN cluster
nodes- This is a serious threat because the ar-
bitrary on ONOS node can completely take
over the control of the entire control plane
into a network. public key infrastructure (PKI)
based authentication could be one of the possi-
ble defenses of this threat.

3- No application access control- These
applications are granted very powerful author-
ity even though they are just applications run-
ning on an operating system. So application
including even malicious one can access the
core of the controller and freely manipulate
the network behavior. The police based access
control mechanism could be useful.

4- Switch device firmware Abuse- It de-
grades the network performance. In SDN,
devices implement both hardware-based and
software-based flow table. So if a packet is
matched by looking up the software table it
incurs significant overhead, so such packet
matching strategies may vary, depending on
the vendor and firmware version. Defense flow
rule conflict detection and arbitration possible
defense mechanism to mitigate such an attack
could be detected and arbitrating global con-
flicts.

6. Conclusion

The paper aims to design and evaluate the
SDN Security framework, that addresses the
limitation and detects and mitigates the attacks.
Attacks are characterized as misconfiguration,
malware, and insider attack. In this paper we
discussed SDN Architecture, SDN operation,
attacks on software defined Data Center(SD-
DC). Literature review section highlights the
work done in the domain of SDN security and
countermeasure. Simulation and performance
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evaluation was evaluated due to misconfigura-
tion, malware and insider attack. Attacks are
due to vulnerabilities in the proposed virtual
SDN network, the main vulnerabilities are
identified as no system integrity protection, no
application access control and switch device
firmware abuse. Possible defense and counter-
measures of are discussed. Future work can
also involve improving in Software defined
data center (SDDC) security architecture with
additional resilient recovery mechanisms.
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